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Abstract— A state estimator for a quadrocopter is presented,
using measurements from an accelerometer, angular rate gyro-
scope, and a set of ultra-wideband ranging radios. The estima-
tor uses an extended aerodynamic model for the quadrocopter,
where the full 3D airspeed is observable through accelerometer
measurements. The remaining quadrocopter states, including
the yaw orientation, are rendered observable by fusing ultra-
wideband range measurements, under the assumption of no
wind. The estimator is implemented on a standard microcon-
troller using readily-available, low-cost sensors. Performance
is experimentally investigated in a variety of scenarios, where
the quadrocopter is flown under feedback control using the
estimator output.

I. INTRODUCTION

Quadrocopters offer agile and mechanically simple
testbeds for research on flying robots. They also promise
to be useful for commercial applications, for example as
package delivery robots [1] or as mobile sensing platforms.

State estimation is a fundamental requirement for the
autonomous operation of these vehicles. Typical estimation
strategies fuse a variety of sensors, typically combining
inertial measurement units with sensors providing absolute
measurements.

A number of solutions for absolute state measurement
currently exist. Off-board vision is often used to measure
the position and orientations of flying vehicles, using either
commercial motion-capture systems [2]–[4], or lower-cost
cameras [5], [6]. On-board vision systems are also very
popular, with [7]–[9] being examples of monocular-, and
[10], [11] of stereo-vision systems. Finally, many outdoor
systems rely on GPS systems for position measurements,
as e.g. [12]. These different localisation solutions present
different trade-offs between cost, measurement accuracy,
robustness to external influences, computational burden, and
ease of deployment.

A relatively new method of indoor localization utilizes
low cost, low power, ultra-wideband (UWB) radio modules
to estimate inter-module distance by measuring the trans-
mission and reception time of UWB pulses, see e.g. [13]–
[15]. This paper presents a quadrocopter state estimation
strategy, which uses these range measurements to localize
the quadrocopter. This is enabled by a mobile UWB radio
connected to the quadrocopter and a set of fixed modules
with known position (anchors) placed in the environment.
Inter-module distance is measured using a time-of-arrival
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(TOA) approach. The layout of the system is illustrated in
Fig. 1.

This paper demonstrates that closed loop control of a
quadrocopter during agile manoeuvres is possible using
UWB range measurements fused with a dynamic model
of the quadrocopter and with measurements from on-board
accelerometers and rate gyroscopes. The state estimator,
controller, and trajectory generator all run on-board the
quadrocopter’s microcontroller.

The remainder of this paper is organised as follows: the
dynamics of the quadrocopter are presented in Section II,
with a special focus on aerodynamic effects. Section III
then presents sensor models for each of the three sensors
used, and Section IV presents a state estimator fusing these
measurements with a dynamic model of the quadrocopter. An
algorithm to estimate the range between two UWB radios
is then given in Section V. The approach is validated in
experiment in Section VI, and the paper concludes with
Section VII.

II. SYSTEM DYNAMICS

This section presents the equations of motion governing
the flight of a quadrocopter. These equations will later be
used in the prediction step of the state estimator. Further-
more, specific attention will be paid to an accelerometer
model, showing how the vehicle’s three dimensional velocity
may be directly inferred from the accelerometer measure-
ment.

The quadrocopter is modelled as a rigid body, governed
by the Newton-Euler equations [16]. Denoting the quadro-
copter’s position in an inertial reference frame with x and
the orientation of the quadrocopter’s body with respect to
the inertial reference frame with R, the equations of motion

Fig. 1. A quadrocopter uses time of flight measurements from an UWB
radio to measure the distance to a set of stationary UWB anchors in a round-
robin fashion. An accelerometer effectively measures the static thrust f
and other aerodynamic effects fa, thereby providing information on the
quadrocopter’s translational velocity. Rate gyroscopes are used to measure
the quadrocopter’s angular velocity.



of the quadrocopter are as below. The total thrust produced
by the propellers is written as f , and the acceleration due
to gravity is expressed as g. All remaining aerodynamic
effects are captured in the vector fa, whose components
are expressed in the body-fixed frame. The vehicle’s mass
is given by m, and e3 = (0, 0, 1). The notation (x, y, z)
will be used throughout this paper to compactly express the
elements of a vector. The forces are illustrated in Fig. 1.

mẍ = R (fe3 + fa) +mg (1)

Ṙ = R Jω×K (2)

Note that this uses the matrix form of the cross product,
given by

Jω×K =

 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 (3)

where ω = (ω1, ω2, ω3) is the angular velocity of the
quadrocopter as expressed in the body fixed frame.

The angular acceleration of the quadrocopter evolves as
a function of the torques acting on the vehicle, the current
angular velocity, and the quadrocopter’s inertia. These equa-
tions are given for example in [17], and will not be repeated
here as these equations are not required for the estimator
design in Section IV.

A. Static thrust force

It is assumed that the angular velocity θ̇i of each pro-
peller i is known, for example as a measurement returned
by the electronic speed controller. The thrust produced by
a stationary propeller may be modelled as quadratic in its
angular velocity, with proportionality constant κ [18], so that
the total thrust of the the vehicle is

f =

4∑
i=1

κθ̇2
i . (4)

This static thrust points along the propellers’ axis of rotation.

B. Aerodynamic effects

The force generated by a propeller translating with respect
to the free stream will typically be significantly different
from the static thrust force f . This deviation is given by fa,
which is taken to be a function of the quadrocopter’s relative
airspeed.

The effect of the component of the airspeed in the rotor
plane is well documented, e.g. [17], [19]–[21]. Typically,
blade flapping is invoked to motivate a linear dependence
between the quadrocopter’s velocity in the rotor plane to the
components of fa in the rotor plane.

There is rich literature on the aerodynamics of propellers
translating along their axial directions [22], typically in the
context of large, fixed-wing aeroplanes. The dependence of
the thrust produced by a quadrocopter translating in the
thrust direction has also been studied in the literature, for
example [23], [24].

Here, the aerodynamic force is modelled as an interaction
between the rotating propellers, and the vehicle’s airspeed.

The force is assumed to be linear in the product of the air-
speed and the propeller speeds, with κ⊥ the proportionality
constant for the force in the plane of the rotors, and κ‖
the proportionality constant in the direction of the thrust
vector. It is assumed that there is no wind, so that the
quadrocopter’s relative airspeed equals the quadrocopter’s
velocity with respect to the inertial frame.

The force can then be calculated as

fa = Kaero θ̇Σ R−1ẋ (5)

where

Kaero = diag
(
κ⊥, κ⊥, κ‖

)
(6)

θ̇Σ =

4∑
i=1

∣∣∣θ̇i∣∣∣. (7)

III. SENSORS

The estimator presented in Section IV relies on the mea-
surements of three distinct types of sensors: angular rate
gyroscopes, accelerometers, and UWB range sensors. Each
of these sensors will be briefly discussed here, and the
sensor output will be linked to the quadrocopter dynamics
of Section II.

A. Angular rate gyroscopes

The angular rate gyroscopes measure the quadrocopter’s
angular velocity in the body frame. The measurement will
be modelled here as

zgyro = ω + ηgyro (8)

where ηgyro is assumed to be zero-mean white noise. More
complete models exist, which include for example scale
errors or biases [25], here however it will be assumed that the
sensor is well calibrated and these effects may be neglected.

B. Accelerometers

An accelerometer measures the specific acceleration of a
body, that is the difference between the acceleration and
gravitational acceleration, as expressed in the body frame.
A good tutorial may be found in [21].

The accelerometer measurements are assumed to be cor-
rupted by zero-mean white noise ηacc so that the accelerom-
eter measurement can be derived from (1) as

zacc = R−1 (ẍ− g) + ηacc =
1

m
(e3f + fa) + ηacc. (9)

Thus, given knowledge of the propellers’ angular veloci-
ties and through (4) the static thrust force f , the accelerome-
ter yields information about the aerodynamic force fa. This
will be exploited in the design of the estimator, as it renders
all three components of the vehicle’s airspeed observable.



C. UWB range measurements

The UWB radio mounted on the quadrocopter uses a
TOA-based algorithm, presented in Section V, to calculate
the distance between the quadrocopter at position x and an
anchor i at position puwb,i. This measurement is assumed
to be a perfect measurement of distance, corrupted by zero
mean white noise ηuwb, such that the measurement is given
as

zuwb,i =
∥∥puwb,i − x

∥∥+ ηuwb (10)

where ‖·‖ represents the Euclidean norm.

IV. STATE ESTIMATOR

An extended Kalman filter is used to estimate the state
of the quadrocopter in flight. This section will present the
necessary equations for the Kalman filter, derived from the
system’s dynamic model of Section II and the sensor models
of Section III.

To estimate the state of the quadrocopter the estimator will
use sensor measurements from the accelerometer, angular
rate gyroscope, and the UWB range sensors, and combine
these with the motor commands. Throughout this section, a
caret will be used to indicate an estimate, for example ω̂ is
the estimate of the body’s angular velocity.

The goal of the estimator is to estimate the twelve-
dimensional state of the rigid body, consisting of the quadro-
copter’s position, velocity, orientation, and angular velocity.
The estimation is split into two parts: estimating the vehicle’s
angular velocity, and estimating the remaining states. As
the computational complexity of a Kalman filter scales
approximately as n3, where n is the number of states [26],
this reduces the computational cost to estimate the twelve
states by more than 50%.

For the sake of brevity, the standard Kalman filter equa-
tions available in a standard reference (such as [26]) will
not be repeated in this paper. Instead the focus will be on
the system dynamics equations, and on the measurement
equations.

The angular rate gyroscope measurement is used directly
as the estimate of the quadrocopter’s angular velocity, so that

ω̂ = zgyro. (11)

This bases on the assumption that the measurement noise
of the rate gyroscopes is negligible. The covariance of this
estimate is equal to the covariance of ηgyro.

An extended Kalman filter is used to estimate the quadro-
copter’s position, velocity, and orientation. The estimator has
a nine-dimensional stochastic state ξ:

ξ = (x,ρ, δ) . (12)

where x is the quadrocopter’s position expressed in the
inertial coordinate system, and ρ = R−1ẋ is the velocity
of the quadrocopter expressed in the body frame. The three
dimensional vector δ is an attitude error representation, used
to encode the uncertainty about the vehicle’s orientation.

In addition to the stochastic state, the estimator also
contains a reference orientation Rref. The reason for this

parametrisation is as follows: although the orientation of one
frame with respect to another contains only three degrees of
freedom, there exists no global three-dimensional represen-
tation without singular points [27]. Thus, when using a three
dimensional representation alone (such as Euler angles), the
estimator will have to deal with singularities. However, using
parametrisations with more than three elements (such as the
four dimensional Euler symmetric parameters, or the nine
dimensional rotation matrix) requires applying constraints,
which would in turn imply rank deficiency in the associated
covariance matrix [28]. Higher dimensional representations
also imply a higher computational cost.

For this reason, the estimated attitude is encoded using
both the reference orientation and the three attitude error
components. The error components are assumed to be in-
finitesimal, and then the estimator’s attitude estimate is given
as below [16], where all orientations are expressed with
rotation matrices:

R̂ = R̂ref

(
I+ Jδ̂×K

)
(13)

with I ∈ R3×3 the identity matrix. This formulation is
sometimes referred to as a multiplicative Kalman filter, and
the key idea is to maintain the orientation estimate in the
reference attitude, use the three attitude error components to
encode the covariance associated with the orientation. After
each Kalman filter step, the reference rotation is updated with
the attitude errors, and δ̂ is reset to zero. The covariance is
left unchanged during this reset step. More information on
this approach can be found in e.g. [29].

A. Prediction equations

During the Kalman filter prediction step, the estimated
states evolve as follows, from Section II:

˙̂x =R̂ref

(
I+ Jδ̂×K

)
ρ̂ (14)

˙̂ρ =
1

m
fe3 +

(
1

m
Kaeroθ̇Σ − Jω̂×K

)
ρ̂

− ‖g‖
(
I− Jδ̂×K

)
R̂−1

ref e3 (15)

˙̂
δ =ω̂ +

1

2
Jδ̂×Kω̂ (16)

˙̂
Rref =0 (17)

The angular rate gyroscope is used as an input to this
system, entering through (16). The zero-mean noise on the
rate gyroscope is then trivially encoded as process noise
using the standard extended Kalman filter formulation [26].
Additionally, a zero-mean acceleration is assumed to act on
the system, so that an additional three dimensional process
noise is taken to act upon ρ.

By stacking (14)-(16), taking the derivative with respect
to ξ, and evaluating at the filter’s current estimate ξ̂ and R̂ref,
the Jacobian necessary for performing the Kalman filter
covariance prediction can be computed.



B. Accelerometer measurement update equation

The accelerometer allows to infer the vehicle’s airspeed,
through the aerodynamic forces. It is assumed that the
propellers’ angular rates θ̇i are known, so that the static
thrust f can be computed. This can then be subtracted from
the accelerometer measurement, so that the result z̃acc is a
measurement of fa, scaled by the vehicle mass and corrupted
by noise, by (9) and (5):

z̃acc = zacc −
1

m
e3κ

4∑
i=1

θ̇i =
1

m
fa + ηacc

=
1

m
Kaero θ̇Σ ρ+ ηacc

(18)

which is linear in the quadrocopter’s airspeed, and may thus
be easily encoded in the Kalman filter.

C. UWB range measurement update equation

A range measurement to an anchor can be modelled
by (10). This may again easily be linearised about the
estimator’s current state, and incorporated in the filter.

1) Ranging outlier rejection: Outliers from the UWB
ranging radios may be detected by computing likelihood of
a given ranging measurement. Because the measurements
are scalar, the resulting innovation covariance [26] will also
be scalar, and may thus be inverted at low computational
cost. Squaring the difference between the actual range mea-
surement and the measurement expected given the current
state estimate, and multiplying by the inverse innovation
yields a squared normalised distance called the Mahalanobis
distance [26]. The larger this normalised distance the less
likely a particular measurement is to result from the statistical
properties of the expected error. A measurement with a
distance larger than some given threshold may thus be
rejected as an outlier.

V. RANGE MEASUREMENT USING TIME-OF-ARRIVAL
MEASUREMENTS

As discussed in Section III-C, a UWB radio mounted to
the quadrocopter is used to measure distances to anchors
placed within the environment. Many different methods exist
to measure distance using UWB radio [13], [30]–[32]; for the
purposes of this paper, a TOA-based method known as two
way ranging is used [31].

A. The two way ranging algorithm

The high temporal resolution of UWB pulses enables
accurate range measurement; however, it also poses chal-
lenges, such as compensating for clock frequency differences
between UWB modules [13], [30]. Compensating for these
differences is achieved using a variation of the two way
ranging algorithm, which employs a repeated reply to allow
measurement of anchor delay relative to the quadrocopter’s
clock [31].

Quadrocopter (Q) Anchor (A)

QTxM0

Msg M0
f ARxM0

δA
ATxM1

Msg M1
QRxM1

δA
ATxM2

+n0

+n1

+n2

δQ Msg M2
QRxM2

Two-Way Ranging with Repeated Reply

Fig. 2. A two-way ranging with repeated reply algorithm is used to measure
the time of flight between a quadrocopter and an anchor. By subtracting the
locally-measured processing time (QRx

M2
−QRx

M1
) from the round-trip time

(QRx
M1

−QTx
M0

), the time of flight (f ) can be estimated in the quadrocopter’s
local clock.

1) Measurement of clock frequency difference: As shown
in Fig. 2, after sending its first reply, the anchor waits for
a predetermined amount of time δA = δ, where δ is a
predefined constant, here chosen as 1ms. After this time
delay, the anchor’s reply message is repeated, allowing the
anchor’s delay to be measured by the quadrocopter as

zδQ = δQ + n2 − n1 = QRxM2
−QRxM1

, (19)

where ni are samples of a noise distribution and affect the
reception timestamp. Fig. 3 shows the difference between
the anchor’s delay and the expected delay, as measured by
the quadrocopter (δQ−δ). This measurement is time-varying
due to clock frequency drift and is affected by noise.

It is assumed that the noise term n2−n1 is zero mean, and
thus δQ tracks the mean of the time-varying measurements.
By applying a low-pass filter over successive measurements,
δQ can thus be estimated as δ̂Q. Analysing the distribution
of the noise term n2 − n1 around this estimate showed that
this term is uncorrelated between distance measurements and
distributed with standard deviation 0.17 ns. Fig. 3 further
shows the existence of outliers, which motivates the inclusion
of outlier detection as previously discussed in Section IV-C.

2) Time of flight measurement: Using the estimate δ̂Q, the
quadrocopter is able to measure the time of flight f as

zTOF = f +
n1 + n0

2
=
QRxM1

−QTxM0
− δ̂Q

2
. (20)

Multiplying the time of flight by the speed of light c and
comparing with (10) yields

zuwb = cf +
c

2
(n1 + n0)

=
∥∥puwb,i − x

∥∥+ ηuwb (21)



Fig. 3. A plot showing the difference between the anchor’s delay and
the expected delay, as measured by the quadrocopter. In the ideal case,
this would equal zero; the discrepancy is due to a difference in clock
frequencies between the quadrocopter and anchor. This function is time
varying, due to clock frequency drift, and is corrupted by an uncorrelated
noise with standard deviation 0.17 ns. Note that 1 ns corresponds to a
distance measurement error of 30 cm.

Assuming the noise term n1 + n0 has the same statistical
properties as n2 − n1, we conclude that ηuwb is zero mean
with standard deviation 0.025m. This result was experi-
mentally verified by recording range measurements at a
constant distance and calculating their statistical properties.
Furthermore, this result reflects a similar analysis performed
in [32].

VI. EXPERIMENTAL VALIDATION

The estimation approach is validated in experiment in
the Flying Machine Arena [4]. Ascending Technologies
Hummingbird quadrocopters [33] are used, modified to use
the Pixhawk PX4 flight management unit [10]. The estimator
is implemented in C++ and runs on the microcontroller on
the flight management unit.

The flight management unit features a three axis ac-
celerometer and gyroscope, each sampled at 1000Hz for the
estimator.

Six UWB radios were used for the experiments: one
mounted on the quadrocopter, and five used as anchors. Of
the anchors, three were placed in an approximately isosceles
triangle on the floor, and two were placed at a height
of approximately 1.7m above the ground. At 200Hz the
quadrocopter requests a range to an anchor, starting at the
first anchor and proceeding sequentially.

A controller also runs on the microcontroller, which com-
putes desired motor angular velocities as a function of the
estimator’s state, and a desired state. A position setpoint is
periodically transmitted to the vehicle from a base station
over a dedicated wireless channel.

The Flying Machine Arena is additionally equipped with
an overhead motion capture system, which measures the
position and orientation of the quadrocopter at 200Hz,
with precision on the order of millimetres and degrees,
respectively. The output from this motion capture system is
used as ground truth for these experiments. Note that the
quadrocopter’s closed loop control is based solely on the
output of the presented estimator, and the motion capture
system is used exclusively for performance evaluation.

A. Estimator parameters

The quadrocopter has a mass of 0.56 kg. The propeller
force coefficient is given by κ = 6.41 µN s2 rad−2.

The aerodynamic force coefficients κ‖ and κ⊥ were es-
timated by analysing data from quadrocopter flights in the
Flying Machine Arena. The coefficients are estimated as:

κ⊥ = −0.000 11N s2 rad−1 m (22)

κ‖ = −0.000 23N s2 rad−1 m. (23)

The noise covariance for the angular rate gyroscope and
the accelerometer were set as follows:

Var
(
ηgyro

)
= diag (0.01, 0.01, 0.25) rad2 s−2 (24)

Var (ηacc) = diag (9, 9, 81)m2s−4 (25)

These covariances are partly based on experimental data,
which showed a significantly higher accelerometer noise
in the direction of the quadrocopter’s thrust, and partly
on experimental tuning. The observed higher noise in the
direction of the thrust could possibly be explained by
the quadocopter’s asymmetric mechanical structure, and the
transmission of vibrations.

The covariance of the UWB range measurements was set
to Var (ηuwb) = 0.0625m2. This is an order of magnitude
larger than suggested in Section V, however due to a possible
unmodelled measurement bias (discussed further in this
section), was necessary for smooth flight. The Mahalanobis
distance for rejecting a UWB range measurement was set
to 3.

The acceleration process noise acting to increase the
estimator’s covariance in the prediction state of the Kalman
filter was set to 9 I m2/s−4.

B. Experiments

Three different experiments were performed: hovering in
one spot for an extended period of time, flying a slow
vertical manoeuvre, and flying a fast horizontal manoeuvre.
The experiments are shown in Fig. 4, and each experiment
is shown in the attached video. Errors are quantified by
their mean (εµ) and standard deviation (εσ) – these are
related to the root-mean-squared (RMS) error (εRMS) as
ε2RMS = ε2µ + ε2σ [26].

1) Hovering: The quadrocopter was commanded to hold
a position in space for a period of 13 minutes. The quadro-
copter’s yaw angle (that is, the rotation about the thrust axis)
was commanded to be constant throughout this period.

The mean position estimation error was approxi-
mately 50mm in the horizontal direction, and 244mm in
the vertical direction. The standard deviation of the error
was 36mm horizontally and 53mm vertically.

The RMS closed loop position tracking error was 302mm,
and the RMS closed loop yaw tracking error was 5.3◦.

2) Slow vertical manoeuvre: A second experiment was
performed where the quadrocopter flies along a vertically
oriented rectangle of size 3.5 × 3m. The position setpoint
was moved along slowly at 1m s−1 to minimize the in-
fluence dynamic effects, and interactions of the controller.



Fig. 4. Three experiments evaluating the quadrocopter performance under feedback control using the estimator, from left to right: the quadrocopter
hovers at a position for 13 minutes; the quadrocopter flies a slow vertical manoeuvre; and the quadrocopter flies a fast horizontal manoeuvre. Gravity
points along negative Z. For the hover experiment, the results were comparable in both horizontal directions, therefore only the Y-Z plane is shown – a
history of the estimation errors is given in Fig. 5. The standard deviation of the estimation error during the hover experiment was 36mm horizontally,
and 53mm vertically, with the corresponding mean values of 50mm and 244mm, respectively. The setpoint was moved at a constant 1m s−1 during the
slow manoeuvre, and the result clearly shows systematic biases present in the system, especially along the lower edge of the trajectory. The maximum
speed along the fast trajectory was 3.4m s−1. Eleven sequential rounds of the fast trajectory were flown, however only one is shown. The attached video
shows each of the experiments.

Fig. 5. The estimation error over approximately 13 minutes of hovering.
The actual and estimated position trajectories are shown in Fig. 4. The
attitude error is reported as differences in the true and estimated Z-Y-X
yaw-pitch-roll angles [16].

The quadrocopter flew twelve times along the rectangle. A
discussion of the system’s performance is given below.

3) Fast horizontal manoeuvre: The performance of the
estimator during more dynamic trajectories was investigated
by having the quadrocopter fly along a 4 × 3m horizontal
rectangle. Trajectories to the corners were generated using
the method of [34], with the quadrocopter commanded to
start and end at rest, at the corners. The duration along
the long edge of the rectangle was 2.2 s, and along the
short edge 1.9 s, so that the maximum commanded velocity
along the trajectory is 3.4m s−1. Over 11 rounds around the
rectangle, the position estimation error had a mean of 41mm,
and standard deviation of 123mm. One such round around
the rectangle is shown in Fig. 4, and the attached video
visualises an ensemble of such rounds.

4) Discussion and interpretation: The experimental re-
sults show that the quadrocopter’s full state is observable
to the state estimator. Specifically it appears that the quadro-
copter’s corrective motions when holding a constant position
set point are sufficient for observing the quadrocopter’s
orientation about its thrust axis, also over prolonged periods
of time.

Both the hover experiment, and the slow vertical exper-
iment, showed significant non-zero-mean estimation errors
in position. For the vertical rectangle, as can be clearly
seen in Fig. 4, there is a significant systematic vertical
estimation error along the lower edge of the rectangle. The
relatively large mean position estimation errors (on the order
of 250mm) stand in contrast to the much lower standard
deviation on the position estimate (64mm when hovering,
and 123mm along the fast horizontal rectangle).

These systematic estimation errors are most likely ex-
plained by systematic errors in the UWB ranging system.
Systematic ranging errors could be due to the effects of
occlusion and multi-path on the radio signal [35], however
the experimental setup had no occlusions. An alternative
explanation is given in [14], [36], where the group-delay
of an antenna, corresponding to a time-delay of the signal,
is a function of antenna orientation. This appears to match
the observation that the magnitude and direction of the
estimation errors vary as a function of the position in space.

VII. CONCLUSION

The strategy presented in this paper utilises accelerome-
ters, gyroscopes, and ultra-wideband radios to estimate the
dynamic state of a quadrocopter, under the assumption of
no wind. The estimator is shown to perform sufficiently
well for the quadrocopter to maintain a position for an
extended period of time, and to fly dynamic manoeuvres.



Furthermore, the computational complexity is low enough
that the estimator may be run on a typical microcontroller.

Inertial measurement sensors are already widely used on
flying vehicles, and ultra-wideband radios may be added
at low cost and at little additional mass. This system thus
appears to be a low-cost, easily-implementable method to
improve the autonomy of quadrocopter systems.
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