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Abstract—Limited flight distance and time is a common
problem for multicopters. We propose a method for finding the
optimal speed and heading of multicopters while flying a given
path to achieve the longest flight distance or time. Since flight
speed and heading are often free variables in multicopter path
planning, they can be changed without changing the mission. The
proposed method is based on a novel multivariable extremum
seeking controller with adaptive step size. It (a) does not require
any power consumption model of the vehicle, (b) can be executed
online, (c) is computationally efficient and runs on low-cost
embedded computers in real-time, and (d) converges faster than
the standard extremum seeking controller with constant step
size. We prove the stability of this proposed extremum seeking
controller, and conduct outdoor experiments to validate the
effectiveness of this method with different initial conditions, with
and without payload. This method could be especially useful
for applications such as package delivery, where the weight,
size and shape of the payload vary between deliveries and the
power consumption of the vehicle is hard to model. Experiments
show that compared to flying at the maximum speed with a bad
heading angle, flying at the optimal range speed and heading
reduces the energy consumed per distance by 24.9% without
payload and 33.5% with a box payload. In addition, compared
to hovering, flying at the optimal endurance speed and heading
reduces the the power consumption by 7.0% without payload
and 12.6% with a box payload.

I. INTRODUCTION

Multicopters are used in a wide range of applications such
as aerial photography [[1]], transportation [2], search and rescue
[3]], infrastructure inspection [4] and precision agriculture [5]],
thanks to their low cost, ease of control and high maneuver-
ability. However, a primary limitation for current vehicles is
their limited flight endurance and range [6].

One way to mitigate the limited flight range or endurance
problem is through energy-efficient mechanical design. For
example, in [7] a triangular quadcopter with one large rotor for
lifting and three small rotors for control was proposed, which
has the advantage of combining the energy efficiency of the
large rotor and the fast control response of the small rotors.
In [8], the authors designed a quadcopter with slightly-tilted
motors which has a better control authority over the yaw. This
results in a lower variance in motor forces for yaw control.
Because a motor’s power is a convex function of its thrust,
this design helps to reduce the total power consumption of the
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Figure 1. A quadcopter carrying payloads with differing mass and aerody-
namics properties, as used in our experiments.

motors. Hybrid quadcopters which are able to do both aerial
and ground locomotion were introduced in [9] and [[10]: when
the vehicles operates in the ground locomotion mode on a flat
ground, it only needs to overcome rolling resistance and uses
much less power compared to flying. A hybrid power system
for multicopters consisting of a lithium battery, a fuel cell and
a hydrogen tank was introduced in [11]], which enables longer
flight time compared to traditional battery-only power systems.
In [12], an in-flight battery switching system was proposed
which enables a small quadcopter to dock an additional battery
on a large quadcopter and increases its flight time.

Another category of methods focuses on developing algo-
rithms to reduce the power consumption of existing multi-
copters. By planning energy efficient trajectories or by imple-
menting energy aware control algorithms, these approaches do
not require design changes on existing hardware and are thus
economic to deploy. For example, in [13] the authors proposed
a method for finding the minimum-energy trajectory between
a predefined initial and final state of a quadcopter by solving
an optimal control problem of the angular accelerations of the
four propellers. This approach was extended in [14]], where
the fixed end-time trajectory optimization was extended to
both free and fixed end-time solved with an indirect projected
gradient algorithm to improve the numerical accuracy. Sim-
ulation results were shown to validate the effectiveness of



the methods in both papers. In [15], the task of reaching
a goal from a set of possible goals while using the least
amount of energy was investigated. The energy-efficient path
planning algorithm was based on model predictive control and
disturbances from wind was considered. The authors tested
their method in simulations and indoor experiments. In [16]]
and [17], the authors proposed energy-aware coverage path
planning methods for photogrammetric sensing of large areas
using multicopters. The methods find the optimal speed along
the coverage path to minimize the energy usage during the
mission. Outdoor experiments were conducted to validate their
methods.

A necessary condition for model-based methods to perform
well is accurate power consumption modeling. Power con-
sumption models of multicopters can be derived by analyzing
their electric and aerodynamic properties. For example, [18]]
[19] introduced power consumption models of the battery,
electric speed controller and motor, and [20, chapter 5] intro-
duced the aerodynamic power consumption of the propeller
based on the momentum theory. Besides, some researchers
proposed data-driven models by selecting variables that affect
the power consumption (e.g. the vehicle’s speed and acceler-
ation, wind speed, and payload weight) as inputs and finding
their relationship to power consumption through experimental
data [16] [21].

However, there are often hard-to-model effects on the
vehicle’s power consumption such as changes in vehicle
components’ performance (e.g. batteries and motors) due to
aging and temperature changes. In addition, the change in
payload size, shape, or weight in applications such as package
delivery and spraying (e.g. pesticide or fertilizer at farms)
often requires re-identification of parameters in the power
consumption model, which is time-consuming. These effects
motivated us to propose, in our previous work [22], a model-
free method for finding the flight speed which achieves the
longest flight time or flight range given a predefined path.
The method was based on extremum seeking control and does
not require power consumption models of the multicopter.

Extremum seeking control is a model-free adaptive control
technique for finding the local minimizer of a given, poten-
tially time-varying, cost function by applying a persistently
exciting periodic perturbation to a set of chosen inputs, and
monitoring the corresponding output changes. A survey of the
development of this control method can be found at [23]]. It has
applications in areas such as maximizing the energy generation
of wind turbines [24] and photovoltaic power plants [25]], and
maximizing the pressure rise in axial-flow compressors [26].
Its applications in robotics can be found in a literature survey
[27]. A common problem of extremum seeking controllers is
slow convergence speed. In [28]], which is our follow-up work
of [22], we proposed a novel extremum seeking controller
with adaptive step size which achieves faster convergence than
the standard extremum seeking controller. In addition to flight
speed, it could also find the optimal flight sideslip (heading)
to achieve the longest flight range.

Nevertheless, in both [22]] and [28]], the experimental vali-
dation was conducted indoors where the setup was far from
real-world applications: firstly, a motion capture system was

used to provide state estimation of very high accuracy, which

is not available outdoors. Secondly, because of the limited

flight space, following the flight path (a circular path with

a radius of about 2 meters) at a high speed required a

significant centripetal force, which contributed a lot to the

power consumption and is rare in real-world applications.

Besides, no mathematical proof for stability was given for the

extremum seeking controller with adaptive step size proposed

in [28].

This work extends our previous related work [22] and [28]
theoretically and experimentally. We demonstrate the ability of
the online, adaptive, model-free method first proposed in our
previous work of [28] in finding the speed and sideslip that
achieve the longest flight range or endurance of multicopters
in real-world environments. Not relying on any hardware
changes and able to run in real-time on low-cost embedded
computers, this method can be easily deployed on existing
multicopters. In addition, based on a novel extremum seeking
controller with adaptive step size, this method only requires
three simple inputs: a user defined geometric path, electrical
power measurements and speed measurements.

Compared with [22] and [28], the major extensions of this
paper are:

(a) A stability proof of the proposed multivariable extremum
seeking controller with adaptive step size.

(b) More practical outdoor experiments instead of previous
work’s indoor experiments with motion capture system for
state estimation.

(c) Finding of the optimal endurance (time) flight speed and
sideslip in addition to the optimal range (distance) flight
speed and sideslip.

The remainder of this paper is structured as follows: Section
Il briefly describes the dynamics of multicopters and the
effect of flight speed and sideslip on their power consumption.
Section III states the energy optimal flight problem and derives
the cost functions used in the optimal flight range and optimal
flight endurance extremum seeking. Section IV gives a detailed
explanation of the multivariable extremum seeking controller
with adaptive step size and proves its stability. Section V
shows the experimental results and Section VI summarizes
this paper.

II. DYNAMICS AND POWER CONSUMPTION

In this section we define the reference frames and briefly
introduce the quadcopter dynamics, and the effects of flight
speed and sideslip on the power consumption of the vehicle.
A power consumption model is given to help understanding
some counter-intuitive effects observed in the experiments, e.g.
the power consumption first decreases and then increases as
the flight speed increases. This power consumption model is
not used for the flight range and endurance optimization.

A. Quadcopter dynamics

As shown in Figure [2] two sets of reference frames are
defined — an inertial frame I attached to the ground and a
body-fixed frame B. The quadcopter is modeled as a rigid
body with six degrees of freedom: three degrees of freedom



from the linear translation and three degrees of freedom from
rotation. Each propeller j (j = 1,...,4), produces a thrust f;
and a torque T;, both expressed in frame B.

Figure 2. I represents the inertial frame and B represents the quadcopter’s
body frame. We additionally show the thrust and torque from the j-th propeller
f; and T, the free-stream velocity veo, the induced velocity v;, angle of
attack «, and the sideslip 3, shown positive in the diagram.

The orientation of the vehicle with respect to the free-stream
velocity v, is described by the angle of attack « and the
sideslip 8, as shown in Figure The angle of attack « is
defined as the angle between v., and the rotor plane; the
sideslip is defined as the angle between e? and the projection
of v in the rotor plane.

With € R3 and its derivatives denoting the translational
position, velocity and acceleration of the vehicle, g denoting
the acceleration due to gravity, all expressed in the inertial
frame I, the translational dynamics of the vehicle are given
by

m&=mg+R>_f;+ fa, (1)

J

where fy is the drag force and R is the rotation matrix from
the body frame B to the inertial frame /. The drag force f;
is a function of the rotation R and free-stream speed v.o.
In addition, with w and its derivative denoting the angular
velocity and acceleration, expressed in the body-fixed frame
B, the rotational dynamics of the vehicle is given by

R =RS(w), )

Iw:fwaw+ZTj, (3)
J

where S(w) is the skew-symmetric matrix form of the vector
cross product. Control of the quadcopter is achieved by
controlling the thrust and torque generated by each rotor. A
more detailed description of the quadcopter’s dynamics and
control can be found in e.g. [29].

B. Power consumption

When the flight speed increases, the power consumption
of the vehicle usually first decreases and then increases. This
effect can be explained by the momentum theory [20, chapter

2.14]. In forward flight, the propeller’s power consumption p
is computed as

p:m(vi—l—voosina)ZHfjHQ, 4)
J

where Vo = ||Vooll, is the magnitude of the free-stream
velocity and v; represents the induced velocity applied by the
propeller to the surrounding air. The scalar « is an empirical
correction factor. The induced velocity v; is implicitly defined

by
o2 \/Tg
v, = - , Unh = Q9
v (Voo c0s )2 + (Voo sin @@ + v;)2 8pmr
&)
where p is the density of the air and r is the radius of the
propellers.

Compared to hovering, flying at a low speed can help
increasing the free-stream speed v, and decreasing the power
consumption. When the speed is further increased, the drag
force f; becomes significant and large motor thrusts are
needed for the flight, which cause power consumption to
increase. This effect can be validated by solving the equations
@) and (@) numerically [20] chapter 2.14].

In addition, because the vehicle is usually not perfectly
axisymmetric (especially when carrying payload), flying at the
same speed but with different sideslip produces different drag
force fq. This will cause the thrust forces f; to be different,
leading to different power consumption.

III. PROBLEM STATEMENT

In this work, we want to find the energy-efficient flight
speed and sideslip angle to mitigate the common problem of
the limited flight range and endurance of multicopters. We
choose to optimize the flight speed and sideslip angle because
they affect the vehicle’s power consumption and are typically
additional (redundant) degrees of freedom in multicopter’s
path planning, where the flight missions require the vehicle
to track user-defined geometric paths.

When the goal is to achieve the longest flight endurance
(time), we define the cost function as the instantaneous electric
power p., while for the optimal range (distance) goal, the cost
function is instantaneous electric power over speed p./v.

Consider a multicopter with energy E € [0, Fpy] stored
in the battery during the operation. Denote its electric power
consumption to be p. when it’s flying with a constant speed

v := ||v||, and sideslip angle . If the goal is to reach the
longest flight endurance, we define the total flight time Zgion
as
tend Erun 1 1
tight := / dt = / —dFE = — Eq, (6)
to 0 Pe De

where tg and t.,q represent the initial and final time of
the flight. Thus, maximizing the flight time corresponds to
minimizing the instantaneous electrical power consumption p.
If the goal is to reach the longest flight range, we define the
total flight distance dggn as

tend Eun v v
dight = / vdt = / —dE = —Eq. (7N
to 0 DPe DPe



Thus, maximization of the flight range corresponds to mini-
mization of p,./v.

In order to minimize the flight range or endurance cost,
a model-free method is preferable, which can handle hard-to-
model effects (e.g. components aging and temperature change)
and payload changes. This motivates us to use an extremum
seeking controller (with adaptive step size) to find the optimal
flight speed and sideslip angle. The required inputs to the
extremum seeking controller are the instantaneous energy cost
and a user defined geometric path. The outputs of it are
the vehicle’s reference speed and sideslip angle commands
which are then used to convert the geometric path into a
reference trajectory to be tracked by the low-level controllers.
By adding a small, periodic perturbation to the reference speed
and sideslip angle and monitoring the corresponding changes
in the cost function, the extremum seeking controller is able to
adapt its output to a small neighbourhood around the optimal
flight speed and sideslip angle.

IV. MODEL-FREE SPEED AND SIDESLIP ADAPTATION

In this section we introduce the extremum seeking controller
with adaptive step size. It is able to achieve faster convergence
than the standard extremum seeking controller with a fixed
step size, by taking a smaller step size when the estimated
gradient has a large magnitude or variance and vice versa.

A. Extremum seeking controller with adaptive step size

A block diagram of the proposed adaptive-step-size, mul-
tivariable, extremum seeking controller is shown in Figure [3]
It is able to find the vehicle flight speed r;; and sideslip rj
which locally minimize the cost function y = h(r,, rg) given
that the cost function is locally convex, where 7, and rg are
the reference speed and sideslip. The derivation of the cost
functions is in Section

1) Gradient estimation: The extremum seeking controller
approximates the gradient of the cost function and integrates
the negative of the estimated gradient to minimize the cost
[30], under the assumption that the speed and sideslip setpoint
7, and 73 changes much slower than the perturbation and
demodulation signals.

To approximate the gradient of the cost function, sinusoidal
perturbations p(t) = [a, sin(w,t), ag sin(wgt)]T are added to
the speed setpoint #, and sideslip setpoint #g. The effect of the
perturbations on the cost function’s value is then monitored.
Firstly, the cost function’s value is high pass filtered to remove
the steady state components (77, and 71g) and output the cost
changes because of the perturbations (y — 7, and y — 7g).
These values are then multiplied with the demodulation signals
d(t) = [sin(wyt),sin(wst)]?. If the cost function’s value
change is in phase with the perturbations, which means that
cost value increases as the inputs’ values increase, the outputs
&, and £ will be positive. If they are out of phase, the outputs
will be negative. After this, &, and £g are low pass filtered to
remove the high frequency noises in them, and their outputs
¢» and gg are approximations of the cost function’s gradients.
A more detailed and formal explanation of how the gradient
is approximated is shown in the remainder of this subsection.

For simplicity in notation we denote the setpoint 7 = [7,,, 7]
and the setpoint with perturbation r = 7 + p(t) = [r,, 7] .

The first-order Taylor series expansion of the cost function
at the setpoint 7 is

Oh(r)
ar

y = h(#+p(t) = h(F) +p(t)" +O0(llall*), ®)

where a = [a,,a5]T and O means on the same order. The
first order high pass filters suppress the low frequency signal
h(7), and their outputs are given by

B:%]m#ﬁ§@+0<w%, ©)

where 7, and 7 are the low frequency components of the
cost function removed by the high pass filters.
Multiplication with the demodulation signal d(t) results in

_ gv _ 6h(’f‘) 2
e~ || = a5 + Oflal®),

which has a low frequency component (or average) given by

(10)

. T Oh(F)

(tliglo d(t)p(?) dt) or
Thus, outputs of the first order low pass filters, g, and gg, are
estimates of the cost function’s gradient with respect to the
speed and sideslip.

2) Step size adapter: The difference between the proposed
extremum seeking controller and the standard multivariable
extremum seeking controller [31] is the step size adapters,
which are defined as follows:

Y

12)
(13)

tivy = yo(—=my +q2), g =s(—ms+q3),
o Qv _ 4s

Gv = m7 9B = \/W7
where m,, mg are estimates of the second moments of the
output of the low pass filters g, and ¢g, and € is a small positive
constant preventing dividing by zero. Equations in (I2) are
essentially first order low pass filters for ¢> and q%, and ~,
and g are their cut-off frequencies respectively. The idea
comes from the adaptive moment estimation algorithm (Adam)
[32], which is commonly used in the stochastic optimization
of objective functions in machine learning, such as training
neural networks.

The adapters take in the output of the low pass filters g,
and ¢g, which are the gradient estimates, and outputs g,
and gg. They are then passed to the integrators to perform
gradient descent. The effective step size for gradient descent
is kygy/qy for the speed optimization and kggs/qs for the
sideslip optimization, and the step size adapters change them
by setting g, and gg. The second moment of the initial outputs
from the low pass filters are used to initialize m, and mg in
(12).

In (13), by dividing ¢, and gg with the square root of
their corresponding second moments, the outputs g, and gg
of the adapters will be approximately bounded by +1, since
|E[a:]|//Elg7] <1 (E denotes expected value, and ¢; being
either ¢, or gg). As a result, the descent rates for speed and
slideslip are bounded by k, and kg. This can be understood
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Figure 3. Block diagram of the adaptive step size multivariable extremum seeking controller (in the dashed rectangle). The goal of the controller is to find
the optimal sideslip 7g and r, to minimize the cost function y = h(ry,rg). The frequencies of the high pass and low pass filters are set, respectively, to
Why and wy,, for speed, and wy, g and wig for sideslip. The scalar k,, and kg are related to the step size of the extremum seeking controller and both of them
should be positive numbers to minimize the cost function. The standard extremum seeking controller with sinusoidal perturbations does not have the step size
adapter and the outputs of the low pass filters directly go to the integrator, while the remaining structure of the algorithm is exactly the same. The step size

adapter is detailed in Section

as establishing a trust region around the current parameter
value, beyond which the current gradient estimation can be
inaccurate. In addition, the adapters output small values when
the gradient estimates have large uncertainty (m, and mg are
large) and vice versa, which is good for the stability of the
extremum seeking controller.

3) Parameter selection: The parameters for the extremum
seeking controller are selected as

wy = ww, = O(w), wg = ww/ﬁ = O(w),
Whe = w5w;w =0(wd), wppg= w5w;,ﬂ = O(wd),

Wiy = wéw;v =0(Wf), wp= wéwgﬁ = O(w)d), (14)

ko = wik, = O(wd), ks = wdky = O(wd),
Yo = wdy, = O(wd), 75 =wdyy = O(wd),

where § and w are small positive constants, and w;,, w/ﬁ, w;w,
w;Lﬂ, wzv, wgﬁ, k:;, k/ﬁ, V; and 7;3 are positive constants. w
needs to be small to make the perturbation slow compared to
the dynamics of the multicopter, such that the dynamics of
the multicopter does not interfere with the extremum seeking
controller. The requirement for § to be small is related to the
stability of the controller. In addition, the magnitude of the
perturbation signals, a, and ag are also required to be small.
We will show the reasons for ¢ and perturbation magnitudes
to be small in the stability analysis in Section In
addition, for this multivariable extremum seeking controller
to work for both the speed and the sideslip simultaneously,
their perturbation frequencies w, and wg should be different.

B. Stability Analysis

In this section we present the stability proof of the multi-
variable extremum seeking controller with adaptive step size
using the averaging method. A similar method was used in [31]]
to prove the stability of a single variable standard extremum
seeking controller and was used in [33] to prove the stability
of a multivariable Newton-based extremum seeking controller.

1) System dynamics: We assume that the cost function in
Section [III| has a local minimum at 7* = [r}, 5], such that

Vh(r*) =0, V2h(r*) > 0. (15)

The system dynamics in Figure [3] can be summarized as

X Qv q

Gy = —WiyQy + le(y - 771)) sinw,t,

4p = —wipqs + wip(y — 1) sinwgt,

Ty = —Wholy + Wholy, 18 = —WhpNE + WheY,
Ty = Yo(—my + qp), = v5(—mg + ¢3).

_kﬁ

7

(16)

g
In order to analyze the stability at this local minimum, we
denote 7 = wt and

fv = 721, — Tz, 7:[3 = ’Fﬁ — T'E, (17)

TN]U :7711 —h(T:,TE), 775 :ﬁﬁ _h(T::7TZ)'
Hence, the system dynamics with small perturbations can be
written as
[ (—kuq0) /v, Fe ]
" (=ksp)/v/ms +e
’['B ’ - _ . . ’ ’
q wlv(v(r + p(T)) - 77v) S W, T — Wy, qv
v ’ ~ _ ~ . ’ ’
i aPB | _s Wm(“(’“ +P(7)) — 7p) sin WpT — Wip4ds
ar | Wyl + @, 0(F + B(7)) ’
7’] r / - _
mﬁv —whﬂm{ + whﬁv(r +P(7))
| mg Vo= +47)
L ’Yﬁ(_mﬁ + (J%)

(18)

where 7 = [7,,75]T, p(T) = p(t/w) and v(F + p(7)) =
h(r*+ 7 + (7)) — h(r*). As cost function h(-) holds local
minimum at 7* shown in (I3) the function v(-) holds local
minimum at 0,

v(0) = 0, Vo(0) =0, v?v(0) > 0. (19)

In order to provide compact notations, we denote VZv(0) = H
for later discussions.

2) Averaging method: The system dynamics under small
perturbations is in the form where the averaging method is
applicable [34, chapter 10.4] (9 is a small positive parameter).



Its corresponding averaged system dynamics can be described
as follows,

’

(—kvay)/v/m§ + 1
7 e
T ’
q§ lvl‘[ 0 ( (7 + p(0)) sinw, odo — wlvqﬁ
d g _ 5 Wlﬁﬁ fo v(r® —l—p(a))smwﬁada —wmqﬁ
dr 722 7whvﬁg‘ +whvﬁ fO +p( ))d
n . / o - _
mﬁg ~Wigh + st Jo U(Ta +p(0))do
_m%_ ’71)(7mg + qgQ)
I Ya(—m% + q37)

(20)

where the superscript a denotes the variables of the averaged
system, and II is the least common period of sinusoidal
functions with frequencies of w, and wg.

The equilibrium point of the averaged system 20) is
denoted as [7g®, 75, g, g5, 70, g, miy®, mE 1" which

satisfies:

4y =4qg° =0, 21)

mee = m%* =0, (22)

I ,

I / (v(F*® + p(0)) sinw,odo = 0, (23)
0

I /

o (v(F*® 4+ p(0)) sinwgodo = 0, 24
0
_ﬁge:f/ (7€ 4+ p(o))do,  (25)

where the superscript e denotes the variables for the equilib-
rium point. We consider 75 and fg’e as perturbations with
second-order Taylor series expansion over a, and ag,

~a,e __
Ty'¢ = b1 vy + b2 a5

+ bg,vaz + by payas + b5,va[23 + O(HaH?’), (26)
75© = b1,gay + b2 gag
+ b3 ga2 + by gasag + by gad + O(|lal®),  @27)

where b; , and b; 3 (i = 1,..,5) are constant numbers. By

substituting (26), into (23), (24), integrating and equating
the like powers of a, and ag, we can find that the first-order

coefficients and second-order coefficients for the mixing terms
are zero, and 7%¢ and fg’e can be written as:

7&e = b3,1;a12, + bs,va% + O(HaHS)?
7 = by pa2 + bs ga% + O([lal®).

(28)
(29)

In addition, by substituting (28), (29) into (23] and integrating,
we can get

~q,e ~a,e 1 c
Ty =g :1<Hua3+sza%)+0<|la|\“). (30)

3) Stability of the averaged and original systems: At the
equilibrium point of the averaged system in (20), the Hessian
J¢ is a block-diagonal matrix as follows,

A 0 |
Joe =4 PRV RN I 1)
B —diag(whv,ww,%,vﬁ)_
where A, B € R**4,
0 0 —k /e 0 |
A= |90 0, —ks/Ve , (32)
A31 A32 —Wp, 0/
Ay Aso 0 —Wip ]
Bin Bz 0 0
_|B2a1 B2 0 0
B = 0 0 0 0|’ (33)
0 0 0 O

with expressions of two matrices,

[Ag Ag]” = L?{ 0 " Qv + plo)) aa;jf( ) i, odo, (34)
(A Ap]” = me i W(;Z—Wsmw;ada, (35)
[Bi Bw]T:“gJ /0 W(ﬂa, (36)
[Bay BQQ]T:? 0 wcla. (37)

Hence, the block-lower-triangular matrix J*¢ in (31) is Hur-
witz if and only if that all diagonal submatrices are Hurwitz.
Since 9, ,,, Vg Wy and wy, 5 are positive constants, it remains
to prove A as Hurwitz for stability.

With a first-order Taylor expansion we can get that

ihl&ﬂzlrmv O Naro(al. 68

An Ag 21 0 wzﬁag

The characteristic polynomial of A with roots A can be written
by computing the determinant of A/ — A,

det(\T — A)
= det ()\I <>J+§ Pl OD
0 wyg
+ﬁ Az Asa| |k O
Ve [Aa As] |0 kg

= det ()\21 + XS

wl,v 0
0 wllﬁ

52 wlvav 0 I k, 0
Z\f wllﬁaﬂ 0 k/ﬂ

which can be expanded to a 4th order polynomial of A. Under
the assumptions that ||a|| is small and that the Hessian H
in (T9) is positive, the roots of this 4th order polynomial

+0(6° ||a||)> ,
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Figure 4. Control architecture for the model-free adaptive flight range or endurance optimization of a multicopter. The details of the extremum seeking
controller block is shown in the dashed rectangle in Figure [3] The extremum seeking controller runs on the onboard computer (Jetson Nano) while the
low-level controllers and the state estimator run on the Pixracer flight controller.

can be shown have negative real parts using the Routh-
Hurwitz criterion [35] Chap. 6.2], implying that A is Hurwitz.
Therefore, J¢ is proven as Hurwitz.

The Hurwitz Jacobian J¢ indicates that the equilibrium
point of the averaged system (20) is locally exponentially
stable if a, and ag are sufficiently small. According to the
averaging theorem [34, Thm. 10.4], there exists a and  such
that for all ||la|| € (0,a), § € (0,6), the original system
dynamics have a unique exponentially stable periodic
solution of period II, which for all 7 > 0
(7)) — by pa2 — b5,va% <O+ ||a||3),

v

7:g(T) — bz gaz — by gaz < O(0 + lal®),

(40)
(41)

I

which implies that the error terms 7,

(1) and f};{ (1) converge
to an O(8 + ||a||®) neighbourhood of zero. This means that
the flight speed and sideslip found by the extremum seeking
controller are periodic, and converge to an O(§ + |a|?)
neighbourhood of their optimal values 77 and rj; (i.e. values
that minimize the cost functions defined in Section [ILI).

In summary, the proposed extremum seeking controller is
locally stable — starting from an initial condition near the cost
function’s local minimum, it will converge to a neighbourhood
around that local minimum if the perturbation is sufficiently
small and the cost function is locally convex at the local
minimum.

V. EXPERIMENTAL RESULTS

Outdoor experiments were conducted to validate the effec-
tiveness of the extremum seeking controller with adaptive step
size to find the optimal flight speed and sideslip. The proposed
method was shown to have better convergence speed than
standard extremum seeking control.

A. Experiment setup

1) System setup: The experiments were performed with a
custom-built quadcopter carrying different payloads — with
and without an additional box (as shown in Figure [T). The
weight of the vehicle without the additional box payload
was 0.9 kg, and the box weighs 0.1 kg and has a size of
180x115%80 mm. The distance between the hubs of two
diagonal motors is 330 mm and the propeller is 203 mm
in diameter. The extremum seeking controller was run on an
onboard computer (Jetson Nano), and an mRo Pixracer R15

flight controller ran the standard PX4 firmware [36] including
the state estimator and low-level controllers. The Jetson Nano
and the Pixracer communicate through a UART link using
mavros. The experiments were conducted at a flat grass land
at the Richmond Field Station, Richmond, CA (37.916588 N,
-122.336667 E).

The control architecture for the vehicle is shown in Figure[d]
The extremum seeking controller (with or without adaptive
step size) takes in the desired geometric path and instantaneous
range cost or endurance cost. The power measurement p.
comes from a power module (Holybro PM06 v2) connected to
the battery, and the speed measurement v comes from a state
estimator based on a GPS, a range finder (for measuring the
flight height) and an IMU. The extremum seeking controller
outputs the reference tangential speed 7, and sideslip rz along
the desired path, which are used to parameterize the geometric
path into a reference trajectory. The reference trajectory is then
tracked by the low-level position and attitude controller, which
is a cascaded PID controller.

2) Extremum seeking parameter values: The values of
parameters of the standard extremum seeking controller and
our proposed adaptive step size extremum seeking controller
used throughout the experiments are shown in Table [l The
perturbation frequency of reference speed w, was set to 1
rad/s, and the perturbation frequency of reference sideslip
wg was set to 0.5 rad/s. Multivariable extremum seeking
control requires w, # wg. While increasing the perturbation
frequencies is helpful to improve the convergence rate of the
extremum seeking controller, one should make sure they are
not too large for the vehicle to track. The cutoff frequencies of
the high-pass and low-pass filters were set to be the same as
their corresponding perturbation frequency, which was found
to work well in the experiments. The magnitude of speed
perturbation a, was set to be 0.5 m/s and the magnitude of
sideslip ag was set to 10 degrees. As long as perturbation can
induce large enough change in the cost function compared
to measurement noise, it’s preferable to keep the perturbation
magnitude small. This is helpful in keeping the neighborhood
small around the optimal value that the ESC converges to.
Finally, the two parameters in the step size adapter -y, and 3
are selected depending on how noisy the ¢2 and qg are — the
lower the parameters’ values, the more aggressive g2 and qg
are filtered.

To make a fair comparison, we kept all the control parame-
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Figure 5. Ground truth data of the cost functions’ values, with and without an additional box payload. Each square in the heat maps corresponds to 20
seconds’ data collected at 50Hz. The optimal value in each case is encircled with a grey rectangle. (a) The range cost with the box payload reaches its
minimum at about 10 m/s in speed and 100 degrees in sideslip, which is 24.9% lower than the cost when flying at the maximum speed of 12 m/s with 0
degree in sideslip. (b) The endurance cost with the box payload reaches its minimum at about 6 m/s and 100 degrees in sideslip, which is 12.6% lower than
the cost at hovering. (c) The range cost with no box payload reaches its minimum at about 11 m/s and 120 degrees in sideslip, which is 33.5% lower than
the cost when flying at the maximum speed of 14 m/s and O degree in sideslip. (d) The endurance cost with the box payload reaches its minimum at about
5 m/s and 100 degrees in sideslip, which is 7.0% lower than the cost at hovering.

ters for the two different methods to be the same except k,, and
kg, since they have different meanings for the two methods:
the k., and kg values are the step sizes for the standard method
but are only part of the step sizes for the adaptive method,
as shown in Section [[V-A] They were empirically tuned in
experiments for the two different methods to each achieve the
fastest convergence rate.

Table I

VALUES OF EXTREMUM SEEKING PARAMETERS
Parameter Proposed method | Standard method
Ay 0.5 m/s 0.5 m/s
Wy, Whay, Wiy 1 rad/s 1 rad/s
kv 0.11 0.05
ag 10° 10°
wg, whre,wig | 0.5 rad/s 0.5 rad/s
kg 0.04 0.04
Yo, VB 0.5 N/A

B. Performance evaluation

In the experiments, the quadcopter was commanded to fly
along a circular path with constant height and 30 meters in
radius.

1) Cost values: To verify that the proposed extremum
seeking controller is able to converge close to the optimal
speed and sideslip, we experimentally evaluated the optimal
range and optimal endurance cost functions. When the vehicle
is carrying the box payload, the values of the cost functions
at various speed and sideslip are shown at Figure [5(a)] and
Figure [5(b)] while Figure and Figure [5(d)] show the values
without box.

The data shows the importance of flying at the energy effi-
cient speed and sideslip: compared to flying at the maximum
speed with a bad sideslip, flying at the optimal range speed
and sideslip reduces the energy consumption per distance
by 24.9% without payload and 33.5% with a box payload.
Besides, compared to hovering, flying at the optimal endurance

speed and sideslip reduces the the power consumption by 7.0%
without payload and 12.6% with a box payload. By looking at
the cost values when flying at the same speed but with different
sideslips, we can see finding the optimal sideslip is important
in reducing energy cost. In addition, by looking at the cost
values when flying at the optimal sideslip but at different
speeds, we can see that flying at the fastest speed doesn’t
achieve the longest flight distance, and in order to achieve the
longest flight time (e.g. in surveillance applications), flying at
a suitable speed is better than hovering.

2) Optimal range speed and sideslip seeking: When the
goal is to find the speed and sideslip which achieve the optimal
flight range (distance), the performance of the proposed and
standard extremum seeking controller was compared with two
different payloads and different initial conditions.

When the additional box payload was carried, the per-
formance of the proposed and standard extremum seeking
controller is compared in Figure [6(a)]in two tests with different
initial conditions. In the first test (column 1), the proposed
method converged close to the optimal value in about 50
seconds, while the standard method converged close to the
optimal value in about 200 seconds; in the second test (column
2), the proposed method converged close to the optimal value
in about 100 seconds, while the standard method converged
close to the optimal value in about 250 seconds.

When there was no additional box payload, the performance
of the proposed and standard extremum seeking controller
is compared in Figure [6(b)] In the first test, the proposed
method converged close to the optimal value in about 125
seconds, while the standard method converged close to the
optimal value in about 250 seconds; in the second test, the
proposed method converged close to the optimal value in
about 100 seconds, the standard method converged close to
the optimal sideslip but didn’t converge to the optimal speed
in 250 seconds.

3) Optimal endurance speed and sideslip seeking: When
the goal is to find the speed and sideslip which achieve the op-
timal flight endurance (time), the performance of the proposed
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and standard extremum seeking controller was compared with
different payloads and different initial conditions. The cost
function was instant power.

When there was no additional box payload, the performance
of the proposed and standard extremum seeking controller is
compared in Figure [7(b)] In the first test, the proposed method
converged close to the optimal value in about 250 seconds,
while sideslip of the standard method didn’t converge in 300
seconds; in the second test, the proposed method converged

When the additional box payload was carried, the perfor-
mance was compared in Figure [7(a)]in two tests with different
initial conditions. The proposed method converged close to the  close to the optimal value in about 75 seconds, while the

optimal value in about 250 seconds in the first test (column  standard method converged close to the optimal value in about
1), and about 100 seconds in the second test (column 2). The 175 seconds.

standard method didn’t converge to the optimal sideslip in 400

seconds in the first test, and converged close to the optimal

value after about 200 seconds in the second test.



C. Cost of extremum seeking

Since the perturbations are applied by the extremum seeking
controller, the power consumption of the vehicle will be
higher than flight without perturbations. In this subsection,
we compare the optimal values of the cost function without
perturbation (i.e. optimal cost values in Figure [5) with the
average cost values when flying at the same mean speed and
sideslip but with perturbations applied. The cost values with
perturbations were also collected experimentally by using the
same hardware setup as the collection of ground truth data
in Figure [5] The increase in optimal range or endurance cost,
with and without box are summarized in Table

Table II

OPTIMAL COST INCREASE DUE TO PERTURBATION

Optimization Cost without | Cost with Cost
Payload . . .

goal perturbation perturbation | increase
range box 12.8 J/m 13.2 J/m 3.1 %
range none 11.0 J/m 11.4 J/m 4.0 %
endurance box 1125 W 116.4 W 35 %
endurance none 101 W 1052 W 42 %

In summary, increase in cost was 3.1 - 4.2 % because of
perturbations applied by the extremum seeking controller. To
prevent this power consumption increase from happening, the
extremum seeking controller can be enabled only when there
is a model change (e.g. picking up a new payload), and it
should be disabled after convergence.

VI. CONCLUSION

An online, adaptive, model-free method for finding the
speed and sideslip that maximize the flight range or endurance
of multicopters is proposed in this work. Not dependent on any
power consumption model of the vehicle, it is able to adapt to
different payloads and is easy to deploy. The proposed method
can mitigate the common problem of limited flight range and
endurance of multicopters. Based on a novel multivariable
extremum seeking controller with adaptive step size, it is
able to achieve faster convergence compared to the standard
extremum seeking controller with fixed step size.

Through realistic outdoor experiments, we show that this
method is able to find the optimal speed and sideslip correctly
under different payloads and initial conditions. By flying at
the optimal range speed and sideslip, the quadcopter’s energy
usage per distance can be reduced by 24.9% without payload
and 33.5% with the box payload. Also, by flying at the optimal
endurance speed and sideslip the power consumption can be
reduced by by 7.0% without payload and 12.6% with the box
payload.

In addition to multicopters, this method can also be applied
to fixed wing aerial robots to find the optimal flight speed (to
achieve the longest flight time or distance) whose sideslip is
usually not a free degree of freedom in path planning.
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